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AGENDA

Å Introduction to Unsupervised relation Learning

Å Applications

Å Predicting FDA Label changes of Drugs due to ADRs

Å Sentiment Analysis of Stocks

Å Building Company Databases

Å The URE (Unsupervised Relation Extraction) Framework
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The Evolution of Information Extraction Technology



RELATION 

EXTRACTION

Relation Extraction (RE) is the task of recognizing instances 

of specific relationships between two or more entities in a 

natural language text. 

In a traditional setting, the target relation types are known to 

a RE system in advance, and it can be prepared for its task 

either 

1. by a knowledge engineer hand-crafting the extraction 

rules

2. or by the system itself learning the rules from a set of 

hand-labeled training examples.

Both ways require a large expenditure of manual labor.
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RELATION 

EXTRACTION

In recent years, [Banko and Etzioni 2008] introduced 

a new setting for the RE task, called Open 

Information Extraction (Open IE). 

In this setting, the RE system 

1. does not know the target relations in advance, and 

2. cannot have any relation-specific human input. 

The task requires the system itself to identify the 

target relations and to train itself for extracting them.
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UTILIZING TEXT MINING

ON ONLINE MEDICAL FORUMS

TO PREDICT LABEL CHANGE 

DUE TO ADVERSE DRUG 

REACTIONS



FACTS

Adverse drug events comprise the 4th leading cause of death 

in the US.

Clinical trials are often limited in terms of the number of 

participants and scope.  

Accordingly, these trials sometimes fail to indicate ADRs 

associated with a particular drug.

ADRs that were not found in the clinical

trials are often reported later on as an FDA label change.



GOAL

Present a text mining methodology that will allow a rather 

unlaborious, yet reliable, detection of unreported ADRs that 

are likely to be identified in the future. 



METHOD

Put our approach to a predictive test: Empirically 
demonstrate the ability of our proposed methodology to 
credibly predict ADRs prior to their reporting by the FDA. 

Meaning,

ÅTake a set of ADRs that have been reported by the FDA in a 
post-marketing label change.

ÅExamine whether signals of these ADRs appear in user-
generated health forums prior to the first announcement by 
the FDA about these ADRs. 



URE (UNSUPERVISED 

RELATION EXTRACTION) 

FRAMEWORK

At the core of our mechanism for mining the Drug-Symptom 
relations lies the URE framework.

ÅA domain independent set of tools and methods for building 
Information Extraction (IE) and Relation Extraction (RE) 
systems focusing on natural language sentences.

ÅPurely unsupervised methods are utilized as the RE system 
trains itself to extract all possible target relations without any 
human input.



URE FRAMEWORK

We utilize a standard dependency parser with an 

underspecified lexicon.

In the lexicon, only the most frequent and functional words 

have full definitions.

We utilize the URE framework and augment its lexicon with 

respect to the medical domain, in an attempt to mine Drug-

ADR relations. 



METHODOLOGY

×Pre-processing

×Relation Pattern Acquisition 

×Extraction

×Post-processing



METHODOLOGY

×Pre-processing

×Download relevant Web pages from various popular 

medical forums in HTML format.

×Parse to extract the following: thread link, thread

ID, thread title. Additionally, for each message in a

thread, extract its user name, date and textual content. 

×Remove Duplicates: Filter out identical messages

×Break Into Sentences: Split each message into 

sentences.



METHODOLOGY

×Relation Pattern Acquisition 

×Run the Automatic Lexicon Acquisition mode of URE 

on a sample of the data, in order to learn Drug-

Symptom relation patterns between the following entity 

types: Person, Drug, Symptom and, when relevant, 

Disease.

×Manually remove irrelevant relations that have been

generated.



METHODOLOGY

×Extraction

×The output of this process includes all extracted 

relevant entities (Drug, Symptom, etc.), and relations

(Drug-Symptom, Person-Drug, Person-Symptom, etc.) 

in a semantic structure. The extracted entities are 

further used during the post-processing stage.



METHODOLOGY

×Post-processing
×When using only straightforwardly extracted Drug-Symptom

relations, many valuable relations that are mentioned in 
indirect, elusive ways are missed.

×Therefore, a post-processing stage has been designed to try 
and catch those missing relations.

×For example, merging the two partial relations 
Person_take_Drug and Person_suffer_Symtpom:

I took Lipitor and suffered muscle weakness and memory loss.



SIDE EFFECTS AND 

REMEDIES Red lines ïside effects/symptoms

Blue lines - Remedies

See what causes

symptoms and 

what relieves them

See what positive

and negative

effects a drug has

See which 

symptoms are most 

complained about



ANALYSIS

Lift: Compute a lift measure to evaluate the likelihood of a 

particular Drug-ADR relationship to occur over and beyond 

chance.

Chi-square Test: Apply a chi-square test to evaluate the 

statistical significance of the lift measure.



CASE STUDY I:

STATINS VS. COGNITIVE 

IMPAIRMENT

February 2012: FDA approves safety label changes for 
statins.

Among others, addition of label information with regard to 
the potential for non-serious and reversible cognitive side 
effects.

ñThere have been rare post-marketing reports of cognitive 
impairment (e.g., memory loss, forgetfulness, amnesia, 
memory impairment, confusion) associated with statin use.ò

memory loss and confusion (FDA, March 2008)
ÅFDA approved important safety label changes for statins



CASE STUDY I:

STATINS VS. COGNITIVE 

IMPAIRMENT

Leading extracted relations for the Cholesterol Lowering sub-

domain, 1999-2011



CASE STUDY I:

STATINS VS. COGNITIVE 

IMPAIRMENT

Leading extracted relations for the Cholesterol Lowering sub-

domain, 1999-2011



CASE STUDY I:

STATINS VS. COGNITIVE 

IMPAIRMENT

Lifts and respective chi-square values for leading extracted 

relations for the Cholesterol Lowering sub-domain, 1999-

2011. 

Each cell with lift value Ó 1 is filled with color green, and its 

chi-square value is calculated. Each such equivalent chi-

square value corresponding p-value Ò 0 .05 and

p-value Ò 0 .01 is filled with pale blue and blue, respectively.



CASE STUDY I:

STATINS VS. COGNITIVE 

IMPAIRMENT

The trend of lifts and respective chi-square values throughout the

years that preceded the relevant FDA communication. All values in 

bold are chi-square values Ó 3 .85 or Ó 6 .64, corresponding p-value 

Ò 0 .05 or Ò 0 .01.



CASE STUDY I:

STATINS VS. COGNITIVE 

IMPAIRMENT

×Conclusions

×Conspicuous statins-cognitive impairment relation. This 
relation is alarmed by both lift calculations and has a 
very low p-value, indicating its major significance. 

×Even when accumulating data up to an earlier year this 
trend is kept. 

×The drug-ADR relation between statins and cognitive 
impairment could have drawn attention almost 10 years 
before the FDAôs formal communication about it. 

×This drug-ADR association is not reflected for the other 
5 classes of drugs, which also correlates with their lists 
of FDAôs communications.



CASE STUDY II:

WELLBUTRIN VS. AGITATION

July 2009: FDA alert informing that manufacturers of 

Wellbutrin (anti depression drug) were required to add new 

boxed warnings highlighting the risk of serious 

neuropsychiatric symptoms in patients using the drug.

Among those symptoms were agitation and hostility.



CASE STUDY II:

WELLBUTRIN VS. AGITATION

Leading extracted relations for the Anti-Depression sub-domain, 

1999-2008



CASE STUDY II:

WELLBUTRIN VS. AGITATION

Leading extracted relations for the Anti-Depression sub-domain, 

1999-2008



CASE STUDY II:

WELLBUTRIN VS. AGITATION

Lifts and respective chi-square values for leading extracted 

relations for the Anti-Depression sub-domain, 1999-2008. 

Each cell with lift value Ó 1 is filled with color green, and its 

chi-square value is calculated. Each such equivalent chi-

square value corresponding p-value Ò 0 .05 and

p-value Ò 0 .01 is filled with pale blue and blue, respectively.



CASE STUDY II:

WELLBUTRIN VS. AGITATION

The trend of lifts and respective chi-square values throughout the
years that preceded the relevant FDA communication. All values in bold are
chi-square values Ó 3 .85 or Ó 6 .64, corresponding p-value Ò 0 .05 or Ò 0 .01.

Each cell with lift value Ó 1 is filled with color



CASE STUDY II:

WELLBUTRIN VS. AGITATION

×Conclusions

×Once again, conspicuous Wellbutrin-agitation 

relation. Moreover, even when accumulating data 

up to an earlier year this trend is kept. 

×The drug-ADR relation between Wellbutrin and 

agitation could have drawn attention almost 7 years 

before the FDAôs formal communication about it. 



CLASSIC METRICS OF ACCURACY



SENTIMENT ANALYSIS OF 

STOCKS FROM NEWS SITES



SO, HOW CAN WE UTILIZE NLP 

FOR MAKING MONEY?

Goal: sentiment analysis of financial texts as an aid for stock 

investment

3
3

1. Tagging positive and 

negative sentiment in articles
2. Article scoring

3. Score aggregation: 

daily and cumulative 

score



THE NEED FOR EVENT 

BASED SA

Toyota announces voluntary recall of their highly successful 

top selling 2010 model-year cars

Phrase-level SA:

Åhighly successful top sellingÝ positive

ÅOr at best neutral

ÅTaking into account voluntary recallÝ negative

Need to recognize the whole sentence as a ñproduct recallò 

event!
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CaRE extraction 

Engine



HYBRID SENTIMENT ANALYSIS

36

Events

(Predicate)

Dictionaries

(Lexical)

Patterns

(Phrasal)

URE



DICTIONARY -BASED 

SENTIMENT

Started with available sentiment lexicons

ÅDomain-specific and general

ÅImproved by using machine learning

Examples

ÅModifiers: attractive, superior, inefficient, risky

ÅVerbs: invents, advancing, failed, lost

ÅNouns: opportunity, success, weakness, crisis

ÅExpressions: exceeding expectations,  chapter 11

Emphasis and reversal

Åsuccessful, extremely successful,  

far from successful
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EVENT -BASED 

SENTIMENT

Product release/approval/recall, litigations, acquisitions, 

workforce change, analyst recommendations and many more

Semantic role matters:

ÅGoogle is being sued/is suingé

Need to address historical/speculative events

ÅGoogle acquired YouTube in 2006

ÅWhat if Google buys Yahoo and the software giant Microsoft 

remains a single company fighting for the power of the 

Internet? 
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BRCM



JNPR



SNDK



GRMN



PATTERN LANGUAGE

#def input AggregateScore;

#def input Positives;

#def input Negatives;

#def input Price;

#def constant AlertDetectionWindow = 5;

#def constant input AlertValidationDistance;

#def constant SASteepnessLevel = 0.8;

#def constant PriceSteepnessLevel = 0.05;

#def SAScore(time T) = (Positives(T) - Negatives(T)) / (Positives(T) + Negatives(T) + 1);

#def Steepness(series S, time T, param Window) = (S(T) - average(S, T - Window, T-1)) / (max(S(T), average(S, T - Window, T-1)) + 1);

#def Rising(series S, time T, param SteepnessLevel, param Window) = Steepness(S, T, Window) > SteepnessLevel;

#def Falling(series S, time T, param SteepnessLevel, param Window) = Steepness(S, T, Window) < -SteepnessLevel;

#def FuturePricePerformance(time T, param Window) = (Price(T + Window) - Price(T)) / (Price(T) + 1);

#def PositiveAlertCondition(time T, param Window) = SAScore(T) > 0  &&

Positives(T) >= 6  &&

Rising(Positives, T, SASteepnessLevel, Window)  &&

(Price(T)-Price(T-1))/(Price(T-1) + 0.0001) <= 0.001;

#def PositiveAlertScore(time T, param Window) = SAScore(T) * (- Steepness(Price, T, Window));

#def NegativeAlertCondition(time T, param Window) = SAScore(T) < 0  &&

Negatives(T) >= 6  &&

Rising(Negatives, T, SASteepnessLevel, Window)  &&

(Price(T)-Price(T-1))/(Price(T-1) + 0.0001) >= -0.001;

#def NegativeAlertScore(time T, param Window) = (- SAScore(T)) * Steepness(Price, T, Window);
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VALIDATED PATTERNS 

ON IBM

4
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VALIDATED PATTERNS 

CIGNA
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SORTED PATTERNS
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